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Abstract

International relations (IR) scholars have always placed great emphasis on the importance
of threats in explaining interstate behavior—especially in the midst of crises. However, few
studies have evaluated threats in a systematic way, mainly due to lack of substantively and
methodologically sound data. Our study uses machine learning techniques on digitized U.S.
diplomatic documents from the Foreign Relations of the United States 1945-1980 collection. We
utilize a statistical learning model to classify documents during the Cold War as expressing
perceived threat or not, and then analyze this using event data on the United States and Soviet
Union. Time-series analysis shows that threats are perceived prior to actually threatening
events, and reveal far greater detail on interstate reciprocity. We conclude by suggesting that
IR’s current empirical approaches to threats may be problematic, and that our methods may
lay the foundations for an ambitious research agenda that can test many long-standing theories
in IR.

1 Introduction

The concept of threat has played a critical role in international relations (IR), particularly given

the sub-field’s historical roots in the Cold War. Despite the Soviet Union’s demise, IR scholars

continue to highlight the importance of threats in explaining interstate behavior—particularly in

the midst of crises that may precipitate armed conflict. Countless theoretical, historical, and formal

analyses have been devoted to the study of threat perception. Besides crisis scenarios, perceived

threats also affect alliance formation, trade, defense policies, and the like.1

∗Please do not distribute without authors’ permission. Authors’ e-mails: azusak@stanford.edu and
ericmin@stanford.edu. We thank John Freeman, Justin Grimmer, Ken Schultz, Curt Signorino, Gaurav Sood,
and participants of the Annual Meetings of the Society of Political Methodology in Atlanta (July 2014) and Political
Science Association in Washington, D.C. (August 2014) for their helpful comments. Eric Min gratefully acknowledges
the financial support of the National Science Foundation’s Graduate Research Fellowship #DGE-114747. All errors
are our own.

1For notable examples, see Jervis 1976, 1986; Walt 1987; Fearon 1994; Sartori 2002; Stein 2013.
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However, most of these works are limited to case studies of individual crises, broad game-theoretical

models, or quantitative methods that use “black box” data with wars or disputes as the unit of

analysis (which feature no intra-event information). This is no coincidence, as little systematic

data exists to test these theories otherwise.

In this note, we demonstrate a manner in which to create such data. By applying machine learning

and text analysis techniques on digitized U.S. documents from the Foreign Relations of the United

States 1945-1980 (FRUS) collection, we demonstrate a straightforward method in which to generate

time-series data on elite threat perception.2 The general process can also be applied to create

measures of other concepts of interest on other corpora of text. These novel data and approaches,

which help identify a key IR concept, will prove crucial in substantiating long-standing IR theories

that have not been evaluated with more statistical techniques.

The note proceeds as follows. Section 2 briefly discusses the importance of threats in IR theory, and

previous efforts made to measure the concept. Section 3 outlines the data and machine learning

techniques used, presents the generated data, and demonstrates the validity of the newly predicted

data. Section 4 uses time series analysis to revisit the topic of reciprocity—a seminal IR topic that

faded due to lack of actionable data. Section 5 concludes and proposes several research agendas

based on the paper’s methods and findings.

2 Appreciating Threat Perception

Threats exist in at least two forms. The first, and more prevalent, is as a latent and uncertain

state (Schelling 1960, 1966). Walt’s (1987) theory of alliance formation heavily engages in this

language, as does Buzan’s (1983) discussion of national security policy. Attempts to gauge this

include military capabilities/expenditures or the more generalized CINC score, which ostensibly

capture a state’s potential to be threatening at any given year;3 or Kendall’s τb (see Signorino and

Ritter 1999) and Gartzke’s Affinity index (see Gartzke 2006), which loosely capture intentions by

gauging policy similarities between countries.

The second conception of threat perception is in the context of crisis bargaining, where actors

make explicit statements with the intent of coercion. Such a conception is at the heart of audi-

ence cost theory (Fearon 1994; Schultz 2001; Leventoğlu and Tarar 2005; Press 2005; Tomz 2007;

Weeks 2008; Downes and Sechser 2012), as well as most formal models of diplomacy during crisis

bargaining (Sartori 2002, 2005; Kurizaki 2007; Trager 2010; Ramsay 2011). Event-based conflict

data is the norm in these studies. The Correlates of War Militarized Interstate Dispute (MID),

the International Crisis Behavior (ICB), and the Military Compellent Threat (MCT; Sechser 2011)

2Most documents included in the FRUS were formerly classified and released decades later. As such, these memos
are one of the best and only channels to see elites’ genuine and contemporary sentiments about international affairs.

3For an example using military expenditures over time, see Williams and McGinnis (1988). For CINC scores, see
Jo and Gartzke (2007).
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datasets are all attempts to track incidents of threats and their aftermaths.

These efforts feature at least three shortcomings to various extents. First, the data are likely to

leave out less public or more non-militaristic incidents such as economic sanctions or tariffs that

may cause elites to feel endangered. Second, and relatedly, the data do not look at actual elites’

perceptions of threat and instead assumes events to indicate them. There is thus a substantial

bias toward highlighting historically momentous events but bypassing incidents that are either less

notable or never realized. Third, highly aggregated “black box” data, which either lists an entire

crisis or year as a single unit, cannot capture changes in perceptions over time.4

3 An Alternative Approach

We would ideally have a measure of perceived threats as seen by elite decisionmakers that must

directly deal with them. The data should also pick up on less conspicuous incidents or even concerns

about events that never come to fruition.

Statistical learning methods applied to text data are a useful tool to generate such a new set of

measures. In contrast to predominant statistical methods in political science, which are based

on causal or explanatory inference (that is, identifying and quantifying the specific mechanisms

that link a set of explanatory variables X to a dependent variable Y through Y = f(X) + ε),

machine learning approaches are more focused on predictive inference. Instead of attempting to

understand the precise mechanisms connecting X to Y , learning methods simply seek to make the

best predictions and leave the nature of f aside. Therefore, these methods tend to use more flexible

approaches and computational approaches that do not necessarily rely on parametric models. Their

main objective is to generate predictions for out-of-sample observations, while causal/explanatory

analysis is more geared toward understanding relationships within the given data.

A comprehensive and well-established source of documents on diplomacy is United States Depart-

ment of State’s Office of the Historian’s Foreign Relations of the United States 1945-1980 (FRUS)

collection, which archives tens of thousands of intra-government documents from 1945 to 1980.5

We scraped this collection, in which the vast majority of the documents are internal memoranda

sent within the cabinet and with American diplomatic outposts. Almost every document included

in the FRUS was classified for at least twenty-five to thirty years before being published. There-

fore, memos in the FRUS are a compelling manner in which to determine the true sentiments and

4One recent work worth mention is Yarhi-Milo (2013), who tries to use qualitative evidence to uncover how the
United States policymakers perceived the intentions of the Soviet Union during several administrations. Nonetheless,
her historical and archival analysis of 30,000 documents, which is focused on how intentions are interpreted, does
not produce a systematic manner in which to capture the way in which American elites ultimately did interpret or
foresee ominous Soviet behavior—that is, the actual “output” of these interpretive mechanisms. In what follows, we
present a method that can overcome this and the other previously mentioned issues.

5The collection is available at http://history.state.gov/historicaldocuments. The FRUS begins in 1861, but
the State Department has thus far only digitized documents post-1945.
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thoughts of policymaking elite in the White House at that time, unadulterated by public opinion,

the media, or memoir-like retrospection. In order to ensure coherent, consistent, and substantively

interesting results, we limit ourselves to volumes of the FRUS that are centered on the Soviet Union

and the Eastern Bloc during the Cold War—a natural and substantively important choice given

the FRUS’s time coverage.6

This results in a total of 8,474 documents with 31,102 unique tokens. When sparse terms not

occurring in at least 80% of documents are removed, we are left with 308 unique tokens.7 This

data is represented by a document-term matrix, where each row represents a document, and each

column is a count of the number of occurrences of a token. As such, our document-term matrix

has 8,474 rows and 308 columns.

To predict the dependent variable for each of the 8,474 documents we collected, the models must

be provided with some data in which the actual values of the dependent variable are given. This

constitutes learning or training data.8 To this end, we draw a random sample of 664 documents

and hand-code them for expressing perceived threat (1) or not (0).9

“Threat” is a somewhat vague term. Here, given the nature of the FRUS, we narrow the search to

only elite perceptions—how decisionmakers in government interpret possibilities of threat, rather

than the general public and/or media.10 Within that context, we classify memos as expressing

perceived threat if they convey a real and/or imminent potential for either (1) armed hostilities

involving the United States and/or (2) a substantial risk in the bipolar balance of power, usually

via encroachment on allied nations or direct Soviet intervention into other countries.

Despite the potential imprecision of this definition, it appears to be a useful set of criteria that

permits reasonable classifications. We provide a couple examples below, which are excerpted para-

graphs from documents. Sentences that seem to especially indicate perceived threat are italicized

and highlighted in red for illustrative purposes.

”The military are worried about the general attitude in Europe. There has been a let

up on the ground that the threat is not as great as it was assumed to be. From our

viewpoint the USSR’s capability is still there. We have no way of knowing what Soviet

intentions are. Initially, our problem was one of encouragement and of laying out the

general outline of a plan for European defense.”11

6A full listing of the volumes is in Appendix 1.
7The high degree of sparse term removal also led to stronger predictive results for our models.
8We use supervised learning models, where the values of the dependent variable are incorporated into a model.

In unsupervised learning models, values of the dependent variable are unavailable, and observations are instead
categorized or reduced based on other features. Clustering methods and principal component analysis are perhaps
two of the most prevalent forms of unsupervised learning.

9It is plausible to code 8,474 documents by hand; many scholars have done far more in their studies. However,
part of our goal is to create a scalable approach that can be used for far larger sets of data, which we hope to collect
for future studies (see the Conclusion).

10Of course, negative discourse by the public and/or media can exacerbate policymakers’ perceptions of threat, but
we would be more interested in how/whether such negative discourse has an effect on elite perceptions.

11Memorandum of Discussion of State–Mutual Security Agency–Joint Chiefs of Staff Meet-
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”We are alive to problems presented by GDR harassment at crossing point and on au-

tobahn. Latter particularly disturbing since touches Allied vital interest, and manner

dealing with possible pattern such encroachments being considered in Quadripartite con-

tingency planning. We shall look to you and our Mission in Berlin to detect any such

pattern as it begins to emerge. We shall also welcome any suggestions for particular

measures to forestall or retaliate for harassment.”12

The first example contains the word “threat.” We emphasize, however, that our coding does not

automatically classify memos involving this word to expressed perceived threat. For example,

consider the following passage from a letter sent by President Eisenhower to Yugoslavia’s President

Yosip Broz Tito:

I know that we both firmly share a common desire to see an evolution and improvement

of the international atmosphere take place so that the world will be freed from the

threat of war and human and material resources now used for military purposes can be

diverted to improving living standards. The United States Government is now engaged

in working on the many diplomatic problems involved, some of which will be discussed

at the forthcoming conference of Foreign Ministers in Geneva.13

The first sentence contains the words “threat” and “war”, but we classify this document as ex-

hibiting no direct perceived threat, since both concepts are mentioned in very generic terms. Our

manual classification is therefore contextual and not motivated by instinctual reactions based on

some set of predetermined trigger words. Coding was also performed without seeing specific dates

in order to ensure that classifications were not directly based on knowledge of events occurring at

a particular point in time.

Of the 664 hand-coded documents, 92 (14%) exhibit perceived threat, while the remaining 572

(86%) do not.14

3.1 Model Selection and Predicting Perceived Threat

Predictive models are assessed by how well they make predictions for out-of-sample observations

not used to develop the model itself — that is, how well they extrapolate. Recall the classic bias-

variance trade-off: A model that perfectly fits the data used to create the model will have zero bias

but likely perform poorly on new observations. Minimization of out-of-sample error is therefore the

ing, Held at the Pentagon Building, January 28, 1953, 10:30 p.m. Available at
http://history.state.gov/historicaldocuments/frus1952-54v05p1/d374.

12Telegram From the Department of State to the Mission at Berlin, October 3, 1961, 8:53 p.m. Available at
http://history.state.gov/historicaldocuments/frus1961-63v14/d167.

13Letter From President Eisenhower to President Tito, September 19, 1955. Available at
http://history.state.gov/historicaldocuments/frus1955-57v26/d256.

14Classifications were ultimately done in a binary manner in order to ensure enough of each class existed for effective
model training. An attempt to create a low-moderate-severe classification system resulted in fewer than 10 severe
cases and, consequently, poor predictions.
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goal. However, since out-of-sample error is unknowable; we cannot compare predicted and actual

values, since the point of using statistical learning models is to generate predictions on data for

which actual values are unknown.

A process called cross-validation is thus used to overcome this problem in both choosing and

evaluating predictive models. A random sample of the training data is left aside to emulate out-of-

sample data (but for which the real values of the outcome are known) and is called the validation set.

The remaining data is used to train the model, which then generates predictions on the validation

set. These predictions are compared to the known values to create an estimate of the model’s

performance on out-of-sample data.

Choosing the best model is a two-step process. Suppose we seek to find the best model out of

many, where M = {A,B,C, ...} are the models of interest. Numerous predictive models exist;

common ones include Naive Bayes, support vector machines, and k nearest neighbors. Each model

has various attributes (called tuning parameters) that can be adjusted to tweak performance. For

instance, a key parameter in k nearest neighbors is k itself — how many nearby observations

around some new data point x′i should be used to make predictions? This means that each model

has different variants (i.e. A1, A2, A3, ...) from which to choose. The first step is therefore model

optimization, or finding the best version of A, B, C, etc. We could label each as A∗, B∗, C∗, and

so on. The second step is model evaluation/selection, where the performance of A∗, B∗, C∗, and

the rest are compared to one another to find the best overall model, M∗. Each step requires

cross-validation.

To this end, only 75% of the 664 hand-coded memos are randomly chosen to be a training set (498),

and the remainder a test set (166). To find the best specification of each model (A∗, B∗, C∗, etc.),

five-fold cross-validation is used. The 498 memos are randomly split into five nearly-equal subsets

of about 100 each. In each of five iterations, a model was trained using four of these subsets (about

400 documents) and then tested one the remaining one (about 100 documents), which differed each

time. The average error rate across these five trials is the model’s cross-validation error.15 Each

optimal model specification is then used to make predictions on the test set of 164 memos, which

are compared to the known values to determine test error. The one with lowest test error is the

optimal model, M∗.

Of many models attempted, one was consistently the most effective for our particular task: the

balanced random forest (Breiman 2001b; Chen et al. 2004). More details on random forest models

are available in Appendix 2 for those interested. However, the particular model chosen is only

important in that it exhibited the best levels of performance compared to many other alternatives.

Although we leave more descriptive diagnostics of all models including the balanced random forest

to Appendix 3, we note that both did a commendable job of identifying a somewhat elusive term

such as perceived threat.

15n-fold cross-validation is used to alleviate data loss from validation techniques, and to decrease the variance in
estimates that may coincidentally arise from random splits in the data.
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Once the balanced random forest model was trained and optimized using the training set of 664

memos, it was used to predict perceived threat on the remaining 7,810 documents based on the

word counts in each. The balanced random forest predicts the probability of each document ex-

pressing perceived threat, which is then dichotomized with 0.55 as the cut-point. This threshold

was also determined using cross-validation techniques. The distribution of the data across pre-

dicted probabilities is shown in Figure 1. These predictions (as well as the original training data)

are aggregated to the weekly level to create data of elite perceived threat.
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Figure 1: Distributions of predicted probabilities of expressing perceived threat for the test data. 1,219
documents are predicted to express perceived threats, and 6,589 documents are not.

The monthly raw data is illustrated in Figure 2. Confidence intervals were made by bootstrapping

the entire balanced random forest 100 times. Each iteration uses a different sub-samples for training

and testing, which also addresses concerns that any results are based on a “lucky” split in the data.

More bootstrap results are available in Appendix 4.
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Figure 2: Bootstrapped raw predicted data. The main red line indicates the mean level of threat perception
from the 100 iterations.

This plot features some notable spikes in perceived threat. In order to assess their validity, we

compare the highest eighth levels of perceived threat with events in the International Crisis Behavior

dataset where the Soviet Union was the instigator and/or in which the Soviet Union was at least
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economically involved. This generates a list of twelve events between 1952 and 1978.16 Table 1

indicates that the machine-generated data performs quite well.

Dates Event ICB # Description In Data

6/16/52 - 7/52 Catalina Af-
fair

137 Two Soviet fighters shoot down a
Catalina flying boat of Sweden, a
historically neutral party.

N

6/17/53 - 7/11/53 East German
Uprising

141 East German workers go on
strike; USSR sends in troops to
forcibly and violently quell riots.

Y

10/23/56 - 1/57 Hungarian
Uprising

155 A massive uprising demands
withdrawal of Soviet troops; the
USSR further mobilizes and in-
stalls a puppet government.

Y

11/27/58 - 9/15/59 Berlin Dead-
line

168 Khrushchev issues an ultimatum
to the U.S, U.K., and France to
withdraw from West Berlin.

Y

8/61 - 10/28/61 Berlin Wall 185 The Berlin Wall is erected and
a no-man’s land is established,
stopping the flow of refugees from
East Germany.

Y

10/30/61 - 11/24/61 Soviet Note
to Finland

189 USSR requests talks with Fin-
land out of concerns that elec-
tions would end Finland’s neu-
trality.

Y

10/16/62 - 11/20/62 Cuban Mis-
sile Crisis

196 The US identifies Soviet missiles
in Cuba and initiates a blockade
of Cuba in response.

Y

4/9/68 - 10/18/68 Prague
Spring

227 Eastern Bloc fears Prague de-
mocratization efforts and forcibly
takes power of the country.

Y

3/2/69 - 10/20/69 Ussuri River∗ 231 Chinese ambush of Soviet troops
sparks clashes and tensions be-
tween both nations.

N

3/8/69 - 8/7/70 War of
Attrition∗

232 Egypt (with Soviet support)
launches a sustained offensive
against Israel (which had Amer-
ican support).

N

9/16/70 - 10/23/70 Cienfuegos
Base

239 US intelligence finds Soviets
building a submarine base in
Cienfuegos, Cuba.

Y

Table 1: Crisis events involving the Soviet Union, as identified by the International Crisis Behavior dataset.
The two events marked with asterisks do not take place in Europe, so we do not expect to noticeable changes
in perceived threat in our data.

16Using the systemic level version of the ICB, we identified cases in which trigent==365 and/or where suinv > 2.
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Our data passes an important validity check with considerable success: it finds threat perception

in the midst of explicit threats. As we stated in the end of Section 2, however, datasets such as the

ICB only record highly visible events, overlooking any potential for perceived threats in the absence

of very conspicuous events. The generated data appears to address this, finding other spikes in

threat perception outside of the ICB’s list. We take caution in providing ex post rationalizations,

yet we find them to be reasonable given the strength of the data in identifying ICB incidents.

Indeed, these additional points are encouraging, demonstrating that the data confirms previous

expectations while also going further. These events are:

1. The Berlin Conference of January and February 1954, where the foreign ministers of the

United States, Great Britain, France, and the Soviet Union (the “Big Four”) discussed the

resolution of the Korean War, continuation of the Indochina War, and the fate of occupied

Germany and Austria

2. The U-2 incident, where an American spy plane was shot down over Soviet territory, in May

1960

3. The aftermath of the failed Bay of Pigs invasion, the Soviet Union’s recognition of the new

Cuban government, as well as the Vienna Summit between Kennedy and Khrushchev, between

May and June 1961

4. Increasing tensions with Cuba in 1962, including the US embargo in February 1962, and

growing suspicions about Soviet missiles in August 1962

5. The concluding stages of the Strategic Arms Limitation Talks (SALT I) in early 1972

As one last manner to assess the data’s validity, we present an excerpt of a memo that the balanced

random forest determined to have a moderately high probability (58%) of expressing perceived

threat.

Soviet allegations of supposedly impending Israeli military actions are particularly

mischievous since they could easily trigger a chain of hasty Arab and Israeli military

actions. (The Arab-Israeli war of 1967 began in large measure because of Soviet rumor-

mongering.) The allegation of Turkish invasion plans against Cyprus can only hinder

the delicate political and diplomatic efforts to resolve the crisis. Soviet misinformation

concerning our role on Cyprus and on the next stage of Middle East diplomacy is

obviously designed to compromise our efforts at mediation on both situations.17

This document comes from November 1974, as the United States and Great Britain attempted to

mediate in the aftermath of the Turkish invasion of Cyprus.18 Rather than being part of one of the

major crises identified in Table 1, this memo exemplifies perceived threat in a less prominent but

equally important context. The ability to identify and quantify these “blips” is arguably the most

significant merit to our methods and data. We now turn to its application in this light.

17Memorandum From Secretary of State Kissinger to President Ford. November 20, 1974. Available at
http://history.state.gov/historicaldocuments/frus1969-76v16/d89.

18Cyprus hosted radar and spy stations that both nations used to scrutinize the Soviet Union.
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4 Time-Series Analysis: Revisiting Reciprocity

The newly generated data does an impressive job of identifying perceived threats from the Soviet

Union and/or the general specter of Communism. As we noted earlier, very few fine-grained time-

series datasets exist in the IR literature. While creating more data is an obvious longer-term goal,

we want to immediately demonstrate the utility of this method and data by speaking to a classic

IR topic: reciprocity.

Works concerning inter-state reciprocity (Goldstein and Freeman 1990; Goldstein 1991; Goldstein

et al. 2001; Brandt et al. 2006) have largely been untested with the concept of threat placed

in the analysis, even when expected threats are an explicit part of a theory (see Williams and

McGinnis 1988 and McGinnis and Williams 1989). Furthermore, important studies of reciprocity

use years or months as the unit of time, making the studies very coarse. In critiquing Williams

and McGinnis’s (1988) annual-level study of superpower rivalry, Freeman (1989) demonstrates

that highly aggregated temporal data can result in severely faulty inference. Shellman (2004) and

Thomas (2014) more recently identify the same issue. While the end of the Cold War accelerated

the decline of reciprocity research in the early 1990’s, lack of better data also played a major role.

Our threat perception measure can aptly address this problem.

A considerable amount of reciprocity research utilizes event data such as the Conflict and Peace

Data Bank 1948-1978 (COPDAB; see Azar 1980 and Schrodt 1995).19 The COPDAB is a longitu-

dinal study that catalogs international and domestic events or interactions for about 135 countries.

Each event is classified on nine different variables. Two of primary importance to us are the target

of the event, and a scale/score for whether the event was cooperative or conflictual in nature.20

The original scale runs from 1 to 15, where 1 represents “voluntary unification into one nation,”

8 represents “neutral or non-significant acts for the inter-nation situation,” and 15 represents “ex-

tensive war acts causing deaths, dislocation or high strategic costs.” This scale is then reweighted

according to scholars’ interpretations of how favorable or disfavorable events seemed in relation

to the neutral point of 8. In the end, the scale ranges between −102 and 92, with 0 representing

neutrality. While COPDAB records conflictual events with negative scores and cooperative events

with positive ones, we inverted this scale to more intuitively align with our threat perception data.

Of about 431,000 events in the dataset, 2,857 involve Soviet actions toward the United States, and

2,747 involve American actions against the Soviet Union. We aggregate these events’ scores to the

19At least two other event datasets are worth mention: the hand-coded World Event/Interaction Survey (WEIS)
dataset (McClellan 1999); and the machine-coded Global Database of Events, Language, and Tone (GDELT). The
former covers 1966 to 1978, which misses more than half the years in our threat data; the latter covers 1979 to
present, precisely beginning where our threat data ends.

20Several other alternative typologies exist, such as the Goldstein index (Goldstein 1992); the Conflict and Mediation
Event Observations, or CAMEO, system (Schrodt 2012); the World Event/Interaction Survey, or WEIS, coding scale
(used by the Kansas Event Data System, or KEDS; McClellan 1999); and the Integrated Data for Events Analysis, or
IDEA, framework (Bond et al. 2003). The Goldstein, CAMEO, and IDEA typologies are all extensions or refinements
of WEIS, which itself is highly correlated with COPDAB.
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weekly level and match them with a weekly version of our predicted data. See Figure 3 (which

displays monthly totals to reduce noisiness). This permits us to examine the relationship between

perceptions (through our new data) and actual events (through the COPDAB data).
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Figure 3: Actions between the United States and Soviet Union as measured in COPDAB. Top figure is
US → USSR, and botton figure is USSR → US. The y-axis increases with conflictual tendencies. Monthly
totals are used here to reduce noisiness of the plot.

4.1 Model Specification

Augmented Dickey-Fuller and Phillips-Perron tests indicate that the data satisfy the stationary

assumption, allowing for use of a simple vector auto-regressive (VAR) model. Depending on the

test or measure used (including AIC and BIC), lags between 2 and 7 appeared to be appropriate.

For the sake of parsimony, and given that the results barely differ within this range of lags, we opt

to use three weeks. This length of time is an intuitive period of time during which particular events

may be anticipated or reacted upon. See Appendix 5 for more details.

In words, our main dependent variable is the degree of hostile acts from the Soviet Union against the

United States at some week t, as determined from COPDAB data. The measure is directional and

is a modeled to be a function of three sets of predictors: lagged measures of US threat perception

of the USSR (obtained through our new data, TP ), lagged measures of hostile events from the

USSR to the US (CDUSSR→US), and lagged measures of hostile events from the US to the USSR

(CDUS→USSR). Three weeks of lags are included for each measure. We are thus assuming that

recent perceived threats and actions in both directions are related to actions taken at some time t,
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so some feedback may be possible.

In all analyses, we utilize a normalized version of the weekly threat measure, # Threats in Week
Memos in Week . This

is to ensure that results are not simply driven by larger numbers of documents in any particular

time period, particularly since the FRUS is a large but curated collection.

The VAR model is specified through three sub-models involving threat perception (TP) and

COPDAB (CD) data, which are estimated separately.21

The main models are thus specified using the generated threat perception (TP) and COPDAB

(CD) data:

CDUSSR→US,t = α0 +

3∑
i=1

βiTPt−i +

3∑
j=1

γjCDUSSR→US,t−j +

3∑
k=1

ηkCDUS→USSR,t−k + w1

CDUS→USSR,t = ᾱ0 +
3∑

i=1

β̄iTPt−i +
3∑

j=1

γ̄jCDUSSR→US,t−j +
3∑

k=1

η̄kCDUS→USSR,t−k + w2

TPt = α̃0 +

3∑
i=1

β̃iTPt−i +

3∑
j=1

γ̃jCDUSSR→US,t−j +

3∑
k=1

η̃kCDUS→USSR,t−k + w3

The first of the three models, with Soviet actions against the US as the dependent variable, is our

primary focus. The second model explores determinants of American hostility toward the USSR.

The third, which treats threat perception as the outcome variable, is a rough manner in which

to adjudicate whether events can predict subsequent changes in threat perception—that is, the

existence of a reverse effect.

In sum, these three models seek to forecast or predict future events (or in the third equation,

threat perception) based on past interactions and perceptions. While we emphasize that this time-

series analysis cannot determine causality, the ability to forecast future behavior is of substantial

importance in its own right.

4.2 Results

The main results of the vector auto-regression analyses are presented in Table 2 and are quite

striking.

Model 2 is our main result, which indicates that perceived threat of Soviet intent precedes or predicts

actually threatening Soviet behavior. This may seem intuitive or even unsurprising: an effective

bureaucrat, particularly focused on the Soviet Union during the Cold War, seeks to anticipate Soviet

21Structural VAR (SVAR) models estimate these equations simultaneously. However, the SVAR results are sub-
stantively similar for our data.
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Table 2: Results of Vector Auto-Regressive (VAR) Models

Dependent Variables
(1) (2) (3) (4) (5)

TPUSSR,t CDUSSR→US,t CDUS→USSR,t CDUSSR→US,t CDUS→USSR,t

Threat Perception
t− 1 0.16∗∗∗ 10.65∗∗ 0.81 11.42∗∗ 4.32

(0.03) (4.27) (3.72) (5.11) (4.43)
t− 2 0.12∗∗∗ 10.17∗∗ 4.47 5.29 −4.29

(0.03) (4.29) (3.73) (5.19) (4.48)
t− 3 0.11∗∗∗ 7.22 4.39 1.08 2.18

(0.03) (4.26) (3.71) (5.13) (4.45)

COPDAB

USSR→US, t−1 0.00 0.15∗∗∗ 0.07∗∗∗ 0.16∗∗∗ 0.08∗∗∗

(0.00) (0.03) (0.02) (0.03) (0.02)

USSR→US, t−2 0.00 0.13∗∗∗ 0.03 0.14∗∗∗ 0.03
(0.00) (0.03) (0.02) (0.03) (0.02)

USSR→US, t−3 0.00 0.08∗∗∗ −0.03 0.08∗∗∗ −0.02
(0.00) (0.03) (0.02) (0.03) (0.02)

US→USSR, t−1 0.00∗ 0.02 0.10∗∗∗ 0.02 0.10∗∗∗

(0.00) (0.03) (0.03) (0.03) (0.03)

US→USSR, t−2 0.00 0.04 0.11∗∗∗ 0.04 0.11∗∗∗

(0.00) (0.03) (0.03) (0.03) (0.03)

US→USSR, t−3 0.00 0.02 0.11∗∗∗ 0.03 0.11∗∗∗

(0.01) (0.03) (0.03) (0.03) (0.03)

Constant 0.08∗∗∗ 0.22 −0.79 −2.40 −0.37∗∗∗

(0.01) (0.94) (0.89) (2.60) (2.26)
N 1407 1407 1407 1407 1407

Standard errors in parentheses.

Significance at ∗p < .10; ∗∗p < .05; ∗∗∗p < .01 levels.

intentions. Nonetheless, this dynamic has never been tested in any rigorous manner.22 These results

likewise challenge the more general notion that foreign policymaking elite are largely reactive and

unaware of future possibilities. Model 1 shows that the reverse effect does not appear to exist:

Using threat perception, TPt, as the dependent variable only indicated strong autocorrelation in

the lagged TP measures.

As we would intuitively expect, Model 3 indicates that American threat perception does not appear

to precede threatening American behavior against the Soviet Union. However, very recent Soviet

actions against the United States (CDUSSR→US,t−1) do appear to systematically come before US

hostility. This finding suggests a dynamic of reciprocity, in which the United States mildly responds

to Soviet provocation.23

22This finding also contradicts Wolfe’s (1979) study of Soviet threat, which uses historical research to assert that
“[t]he real issue is not whether the Soviets become more aggressive, but whether the U.S. decides to view them as
aggressive (31; his emphasis).

23We note that Zinnes (1968), who did a somewhat similar albeit less technical study on World War I, did not find
evidence of reciprocity (see her Hypothesis 4).
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The bootstrapped mean threat perception measure in Models 2 and 3 is based on a dichotomous

classification. Models 4 and 5 mirror Models 2 and 3 respectively, but use a bootstrapped mean

threat perceptions measure based on the individual estimated probabilities of each document in a

week; see Figure 1. This roughly represents a continuous version of the threat perception variable.

Table 2 indicates that the results are largely the same.

We highlight that these effects are short and do not create an infinite loop between threat per-

ception and events, which would complicate our inferences.24 The three coefficient estimates for

CDUSSR→US in Model 1 indicate that past Soviet actions against the United States do not influ-

ence subsequent perceptions of threat. Similarly, the three estimates for CDUS→USSR in Model 3

show that past American actions do not affect later Soviet actions.

We can investigate this temporal aspect further through tests of Granger and instant causality.25

Granger causality best applies to simple models where the outcome is modeled using only one

other variable. When two or more are included, Granger causality between two time series may

be confounded or biased by other time series in the model. We therefore test for partial Granger

causality, which takes these relationships into account. See Guo et al. (2008). Instant causality

exists if some correlation exists between two time series in the same period. This is determined by

regressing the residuals from the time series (the unexplained variation in the dependent variable

being regressed only on lagged covariates) on the contemporary covariates.

The results of these tests are summarized visually in Figure 4. A strong Granger arrow points from

threat perception to Soviet hostility, which mirrors the main finding from Table 2. A similarly

strong Granger relationship exists from Soviet hostility to US hostility, again reflecting the previous

findings. But interestingly, we find a very strong degree of instant interaction between American

and Soviet hostility, which indicates very swift reciprocity between the two entities. Responses

to one side’s aggressive behavior are almost immediate, but quite disproportionate: American

responses appear far less hostile than the Soviet provocation. An arguably non-significant Granger

arrow connects American hostility to American threat perception. This might indicate some form

of belief updating on the part of American elites. A more comprehensive and dynamic presentation

of these results through impulse response functions is available in Appendix 5.

Figure 4 suggests a particular order to the three phenomena examined. Threat perception is

followed by Soviet aggression, which is followed by American aggression in response. While Figure 4

hints at a weakly circular dynamic, the low degree of contemporaneous correlation of residuals in

these models (as well as our previous discussion about Models 1 and 3) strongly indicates that

threat perception is the initial trigger. Even if this does not explicitly prove causality, the predictive

24Impulse response functions in Appendix 5 also attest to the brevity of this dynamic linking threat perception
and hostile events.

25Note that these concepts’ names have historical roots that are unrelated to the modern causal inference framework.
Both only refer to predictive causality—the ability for a change in some X to provide information about future values
of Y . Granger causality exists in a VAR model if past/lagged values of a covariate X appear to result in subsequent
changes in the outcome Y .

14



Threat Perception September 15, 2015 Katagiri and Min

TP

CDUSSR→USCDUS→USSR

(p < 0.001)(p = 0.103)

(p = 0.008)

(p < 0.001)

Figure 4: Schematic to illustrate causal effects indicated by time series analysis. Blue solid lines represent
Granger causality; red dotted line represents instant causality.

power of our model indicates a temporally cogent story: During the Cold War, the Soviet Union

tended to be the instigator. Elites in the United States presaged these actions to some degree.

However, instead of taking action based only on this perception, they would respond only once

those provocations took place. Movements in American threat perception thus indicate predilection

of Soviet hostilities, and not self-fulfilling prophecies where US elites take actions in anticipation of

Soviet misconduct.

Threat perception, which has not been effectively measured or incorporated in past studies, is

thus a key variable to understanding and better predicting aggressive behavior. Indeed, technically

speaking, the correlation of residuals between CDUS→USSR and CDUSSR→US is 0.49 in Goldstein

and Freeman (1990, 171). Our model, which includes threat perception, brings this number down

to 0.35—a substantial improvement. We also note that our weekly level threat perception data

represents a concerted effort to address Freeman’s (1991) proviso on high-level aggregation. This

proves to be critical in revealing useful relationships: When the same analysis is run on monthly-

level data, some of our findings about Granger causality disappear. Disaggregation to the weekly

level illuminates real directionality of reciprocity in a manner that more highly aggregated measures

struggle to identify.

5 Conclusion

The sheer importance of threats and perceptions to IR theory is rivaled by the field’s inability to

evaluate theories on either concept in a truly rigorous way. Lack of systematic data has forced

scholars to rely on case studies, formal models, and very coarse quantitative data to support their

claims. While each of these holds its merits, none of them can claim to be as standardized and

generalizable as would be ideal. Modern computational methods like text analysis and statistical

learning are providing the tools to overcome these chronic limitations. These techniques are rela-

tively recent to political science and have been even slower to infiltrate international relations—the

field that arguably is in greatest need of more fine-grained data.

Our paper has sought to demonstrate this potential by scraping the Foreign Relations of the United
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States 1945-1980 (FRUS) collection and showing that that classification models—particularly bal-

anced random forests—can identify useful and plausible moments in which elite U.S. policymakers

perceived a sense of threat from the Soviet Union during the Cold War.

This data creation process is a novel contribution in its own right. However, our time-series analysis

using the Conflict and Peace Data Bank also speaks to a substantial past literature on reciprocity

between superpowers. Threat perception is a key variable to understanding aggressive behavior

but has never been measured or incorporated into a quantitative study, particularly to this level of

exactitude.

The finding that threat perception precedes truly threatening behavior has substantial empirical

implications on IR, where threats have usually been operationalized using explicit threat-making

and major events. Threat perception does not necessarily involve either, and would precede them in

any case. In contrast to our data, which is based on private communications, measuring threats via

publicly observed events is flawed, as it cannot capture discreet concerns or events that ultimately

never come to pass. Studies that attempt to capture threats using explicit diplomatic overtures or

visibly tense moments therefore may not be revealing what they claim.

These two parts, when considered together, yield a model that forecasts behavior better than

any extant models that either use longer units of time or past events without accounting for elite

perceptions. This note focused on the Soviet Union as the main opponent due to its historical signif-

icance, availability of declassified data, and connection to past reciprocity scholarship. Nonetheless,

Russia’s recent and renewed assertiveness, as well as current China-Japan and China-United States

tensions, emphasize the utmost importance of using novel techniques and data to better understand

and anticipate international interactions in the twenty-first century.

The initial successes of this paper provide compelling evidence that text analysis and machine

learning techniques can be powerful and approachable tools for the study of international relations

and foreign policy. The FRUS, in its digitized form online, is a rich and easily accessible source

of data on American diplomacy between 1945 and 1980. However, the full FRUS extends back

to 1861 in book form, and several archives across the country hold hundreds of linear feet in

documents from numerous departments in the federal government. We hope to obtain and utilize

these complete collections in future work. Many countries around the world also host enormous

archives of government documents. These large collections of raw data, combined with the methods

outlined in this paper, could be instrumental to creating novel time-series data that would allow us

to develop and test an improved model to forecast inter-state events, while also finally permitting

systematic tests of foundational theories in IR.

For example, one could additionally track threat perception as captured by the public media through

printed periodicals. This would open an avenue to studying theories of elite cues (Zaller 1991; Watts

et al. 1999; Gabel and Scheve 2007) and media indexing (Bennett 1990; Cook 1994), and the general

interplay between these three potential pillars of foreign policy-making. Both convergence and
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divergence, and understanding the conditions in which one or either occurs, would be an innovative

accomplishment.

Threat perception data can also help empirically test formal models of diplomacy that focus on

explicit threats. Many scholars have written on the rationale for public versus private diplomacy,

and the potential differences each channel has on the ability to signal, coerce, and strike deals. A

quantified measure of threat perception, matched with a source like the Military Compellent Threat

dataset, could investigate the effectiveness and credibility of threats against the United States, or

test competing versions of the crisis bargaining model.

Using computational techniques that have gained traction in other disciplines, IR scholars now have

a tremendous opportunity to extend the field’s knowledge in both novel and historically-grounded

territory. Not to do so would be an equally tremendous loss. Our paper is an initial contribution

and piece of evidence for this endeavor.
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